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Abstract 

Purpose: The purpose of this research is to investigate the usage characteristics and the information 

propagation patterns of Chinese microblogs in different stages of an epidemic, given that the microblogging in 

China is different from other parts of the world. In addition, we aim to conceptualize the roles of different 

users and provide insights for using microblogging platforms to disseminate information in this context. 

Methodology: We conducted an analysis on Sina Weibo microblogs about the African Swine Fever epidemic 

from August to October 2018. We firstly applied a label propagation algorithm to classify users into 

government, media, verified users and non-verified users. We analyzed several user metrics, traced the 

information propagation patterns of their microblogs and calculated the average speed of information 

propagation using computational approaches. 

Findings: Our findings show that different types of users played different roles, such as supplying 

information, amplifying information, relaying information and engaging with other users. The microblogs 

posted by media dominated the propagation in most cases, but general users can propagate information faster. 

The direction of information propagation is one-way for the majority of microblogs, and few users repost 

earlier information. Additionally, microblogs attract more attention at the beginning and the middle phases of 

an epidemic. In the context of managing epidemics, we recommend governments and other verified users can 

work together to use microblogging platforms efficiently. 

Originality/Value: This research is one of the few studies to investigate information propagation patterns of 

different user categories on a Chinese microblogging platform during an epidemic. Our work can be used by 

government agencies and public health authorities for disseminating information efficiently during epidemics 

or emergencies, especially in the early stages. 

Keywords: Microblog, Epidemics, Sina Weibo, Information Propagation 
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1. Introduction 

Epidemics, as a type of public health crises, are often unpredictable risks to the society, as they are 

difficult to detect and manage while they can cause severe life losses and significant economic damage. In 

such cases, governments and medical services take actions to manage the crises by tracking down the sources 

of the diseases, stopping the contamination, issuing warnings and guidelines, and providing the public 

information about symptoms, treatments and prevention (Reynords and Weeger, 2005). As a part of crisis 

management, communication plays an important role in raising the awareness and reducing the uncertainty of 

the public (Panagiotopoulos et al., 2016). Research shows that microblogging is increasingly used in the 

management of various crises (e.g. Leong et al., 2015; Liu and Xu, 2018).  

Most of the research of the use of microblogging during crises focuses on the sharing of information 

(Graham et al., 2015) and the community use of microblogs (Leong et al., 2015). Little extant literature 

investigates the use of microblogs by governments and authorities in the context of crisis management (Guo et 

al., 2020; Medaglia and Zheng, 2017). Microblogs posted by governments can provide opportunities for 

exchanging information about the crises (Liu and Xu, 2018), broadcasting updates (Abedin and Babar, 2018), 

as well as fighting against rumors (Liu et al., 2016). In China, there are hundreds of thousands of microblog 

accounts at the local, regional and central level of governments (Zheng and Zheng, 2014), and these accounts 

sparked strong reactions from the Chinese society in past public health events (Fung et al., 2013). As such, we 

believe that microblogs from governments can play a role in managing an epidemic. Therefore, understanding 

and modeling the dynamics between governments and other users are useful for the efficient use of 

microblogging platforms during these scenarios. 

We are particularly interested in the interactions of governments’ microblogs with media, verified users 

(V-Users) and other general users in this study. Media and news organizations are proven opinion leaders on 

Chinese microblogging platforms (Nip and Fu, 2016). While individual users can initiate a discussion on a 

microblogging platform, media users can amplify their voices and lead the discussion. In addition, the Chinese 

microblog users demonstrate a trend to follow those at a higher or similar social level (Chen et al., 2012) and 

V-Users dominate the broadcast of information of medical and health topics (Han and Wang, 2015). 

Therefore, V-Users are also our focus in this research. Drawing on this background, we expect that these 

different categories of microblog users disseminate information in different ways, and the findings can help to 

take advantage of the strengths of different user categories for epidemic management. 
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Researchers have used different metrics to study microblogging during crises, for example, numbers of 

followers (Wang et al., 2015), levels of participation (Guo et al., 2020), and the degree of citizen engagement 

(Chen et al., 2020), but they seldom use the characteristics of information propagation to investigate. On 

microblogging platforms, users spread information by reposting microblogs (or retweeting, in Twitter 

parlance). When a microblog is reposted, its information propagation pattern can be analyzed to understand 

which users are exposed during the lifetime of the post. Through the analysis of information propagation 

patterns, we can understand how information is propagated on microblogging platforms. Specifically, few 

scholars examine the information propagation patterns on Chinese microblogging platforms and the roles of 

their users during epidemics. This presents a gap for our research to conceptualize these patterns and better 

understand the interactions among microblogging users in the Chinese context. 

In this paper, we analyzed Chinese microblogs related to the outbreak of African Swine Fever (ASF), 

which is a wide-spread and fatal disease of pigs. Although ASF does not directly affect human health, this first 

ASF epidemic in China caused a great amount of misinformation and panic, therefore this epidemic was still 

considered a public health event. On August 3rd, 2018, the Ministry of Agriculture and Rural Affairs of China 

confirmed the first occurrence of ASF in Liaoning Province and the outbreak caused a huge amount of 

discussion on the Internet. The active discussion of this incident provides a unique opportunity for researchers 

to study how microblogs are used to manage this crisis. In our study, we focused on Sina Weibo which is the 

most popular microblogging platform with 200 million daily users (Sina Weibo Data Center, 2018). We refer 

to Sina Weibo as Weibo, and Weibo posts as microblogs hereafter in this paper. 

We analyzed 17,679 microblogs in our data collection period, which began from the start of the ASF 

epidemic and ended two weeks after the end of the outbreak in Liaoning Province, China. We used a semi-

supervised algorithm to differentiate the microblogs posted in different stages of the epidemic. To study the 

effects of different user groups, we also classified the authors of these microblogs into four user categories: 

government, media, V-Users and general users (also known as non-V-Users). Their information propagation 

patterns and the characteristics of their microblogs were computed in order to derive insights into their use of 

microblogging in this event. 

We discover that each user type demonstrates different usage characteristics and information propagation 

patterns during various stages of the epidemic. While government accounts are often considered as the source 

of information, media accounts and other V-Users can disseminate information to a wider range of receivers. 



5 

 

However, the average speed of information propagation of general users is faster than media in most cases, 

thus their role is mainly relaying information. Media users are also observed to interact and engage with their 

audience. Additionally, microblogs attract more attention at the beginning and action stages of an epidemic, 

whereas the microblogs related to the end of an epidemic capture less attention. In practice, governments and 

V-Users can work together to optimize the information dissemination during public health crises, especially in 

the early stages. 

The remainder of this article is structured as follows. In the upcoming sections, we present the literature 

review followed by our research design. We also explain how our data were collected and how we analyzed 

the dataset. Then, we report on our results and discuss their implications. In the final section, we summarize 

the findings and the limitations, as well as propose the directions for future work. 

2. Literature Review 

In this section, we first introduce the literature of crises, crisis management and epidemic control. Then, 

we present the concepts of information propagation patterns, followed by the overview of the algorithms for 

analyzing a large quantity of microblogs and their applications in the current study. 

2.1. Microblogging during Crisis and Epidemics 

Crises are events that are unpredictable and creates uncertainty to high priority goals of an organization 

such as a group, a company and even the society (Seeger et al., 1998). The unpredictable and disruptive nature 

of crises prompts the needs of crisis management, which aims to identify unsolved problems in crises and reduce 

harm (Bundy et al., 2016). Rapid and mass communication is the key to crisis management and managing an 

outbreak (Fung et al., 2013; Reynords and Weeger, 2005). Crisis communication is event-oriented and aims to 

respond to the immediate information needs of the public (Reynords and Weeger, 2005). Because of the speed 

of conveying information and the wide coverage of audience, social media and microblogging platforms are 

recognized as tools that can support and enhance crisis management (Tim et al., 2017). To deal with different 

types of crises, Coombs (2014) defines three major stages in the crisis management process, in which each stage 

has different sub-stages and actions to be taken (Table 1). A previous study suggests that content posted on 

microblogging platforms can align with these different stages of a crisis, thus microblogs are useful resources 

for the stakeholders who need to take action against the crisis (Imran et al., 2015). This three-stage model forms 

the basis for our study to analyze the microblogs throughout the different time points of the ASF outbreak. 
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Nevertheless, public health crises (such as epidemics) are often unforeseeable or have a short trigger (Spence et 

al., 2016), and the pre-crisis is less relevant in this case. Thus, we put our main focus on the crisis and post-

crisis stages. 

Table 1. Three stages of crisis management (Coombs, 2014; Pan and Meng, 2016) 

Stage Sub-stages 

Pre-crisis 1. Signal detection – identifying warning signs 
2. Prevention – issues management, risk aversion, and reputation management 
3. Preparation – crisis management plans, crisis teams, and crisis portfolios 

Crisis 1. A triggering event marking the beginning of the crisis 
2. Crisis recognition – the crisis event is labelled and accepted 
3. Crisis containment – responding strategies, contingency plans and follow‐up 

concerns 

Post-crisis 1. Better prepared for the next crisis 
2. Building a positive impression of crisis management efforts to the public 
3. Confirming that the crisis is over 

Researchers have been studying microblogs posted during crises and epidemics. Li and others analyzed the 

content of microblogs related to earthquakes in China, and have found that the topics of information related to 

the earthquake have a significant influence on the propagation patterns in terms of scale and topological 

characteristics (Li et al., 2018). Others have analyzed the information flow of healthcare-related news stories in 

order to study the relationship between V-Users and non-V-Users on Weibo, and found that V-Users have a 

dominant position of broadcasting health information (Han and Wang, 2015). Vorovchenko and colleagues show 

that rumors and misinformation can spread rapidly across social media, and public health authorities need to 

monitor social media to understand people's perceptions and beliefs about health issues and to intervene in a 

timely manner (Vorovchenko et al., 2017). Additionally, in the health context, studies suggest that Twitter users 

post about testable claims, personal experiences and privacy concerns about digital health technologies (Pang 

et al., 2020; Pang and Chang, 2019). Most of the existing studies investigate the use of microblogging for the 

communities and individuals impacted by the situation (Yates and Paquette, 2011) but not for governments or 

crisis-related authorities. As they often play an important role in crisis management, viewing the issue from 

their angles is essential for exploring the efficient ways of using microblogging in catastrophic scenarios. 

2.2. Information Propagation of Microblogs 

Microblogging platforms are used for both social networking and news distribution purposes, and 
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therefore they are now an important tool for people to access information (Kwak et al., 2010). News media 

can use microblogs to spread the information quickly and users can get the latest information in real-time 

through microblogs. In many microblogging systems, information is transmitted by reposting microblogs. 

When a user posts a new microblog, this microblog will be immediately pushed to the interface of the 

followers of this particular user. Then, these followers can repost the same post and the information is pushed 

to another level of followers (Boyd et al., 2010; Kwak et al., 2010). Such reposting actions propagate 

information further in the social network, and information propagation patterns can be derived based on these 

hops at which a single microblog has traveled. Modeling the information propagation in microblogging 

platforms may lead to more effective use of such platforms and provide insights into the underlying sociology 

(Yu et al., 2015). However, there are subtle differences in the implementations of reposting on Weibo and 

Twitter. An example is that Weibo users can comment under a microblog without broadcasting the comment to 

their followers, whereas Twitter users cannot comment without retweeting or replying (Guan et al., 2014). In 

this case, the information propagation model of Twitter may not be applicable to Weibo. 

Research has also shown that there are cultural differences between Twitter and Weibo. Previous 

literature suggests that Weibo has a higher level of activities from organizational users, whereas a majority of 

actions are performed by individual accounts on Twitter (Lin et al., 2016). Additionally, Chinese 

microblogging users are found to use fewer hashtags and hyperlinks than Twitter users (Gao et al., 2012). 

They adopt “queuing reposts” (i.e. appending different users’ words in a repost) to amplify inclusive and 

special messages which is less seen on Twitter (Guan et al., 2014). On the other hand, figures reveal that 

microblogging is increasingly popular among Chinese Internet users. As of February 2019, the number of 

microblog users in China has reached 350 million, accounting for 42.3% of the number of Internet users in the 

country (China Internet Network Information Center, 2019). The prevalence of microblogging services makes 

them an effective tool for crisis management in China, particularly for communicating and conveying the right 

information to the right audience (Guo et al., 2020). 

Information propagation on microblogging platforms is a popular research topic. Scientists have 

proposed a number of models to describe information propagation processes such as the susceptible-infected-

susceptible model (Shi et al., 2008), the susceptible-infected-removed model (Moreno et al., 2002), and the 

susceptible-infected model (Zhao et al., 2012). These models can be used to predict the scale and speed of 

propagation. On the other hand, for investigating the information propagation, complex microblogging 
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networks can be transformed into graphs, and deeper inspections are performed through subgraphs and 

network graphs. Among these methodologies, patterns in microblogs are often investigated with three-node 

subgraphs, which have strong interpretability even with complex network structures (Bild et al., 2015; 

Itzkovitz and Alon, 2005). Tang et al. (2014) have proposed a dynamic microblogging network model and 

found that active microblog users can promote the distribution of information. Another research reports that 

the number of followers is consistent with a power-law distribution with an exponent close to two (Li et al., 

2015). This literature can generate information propagation patterns which allow us to further examine the 

user characteristics, the information propagation patterns and the speed of propagation. 

2.3. Classification and Categorization of Microblogs and Microblog Users 

Various machine learning and text mining algorithms have been used to classify the content of microblogs 

and the types of microblog users. Latent Dirichlet Allocation (LDA) is an unsupervised algorithm that identifies 

hidden topical information in large document collections or corpora based on unmarked samples (Blei et al., 

2003). LDA has been used for many research purposes, including categorizing themes of social media posts 

(Karami et al., 2018) and extracting concepts from documents (Grimmer, 2010). Prior work has suggested that 

LDA is an effective model for discovering topics of microblogs, e.g. Twitter posts (Hong and Davison, 2010). 

Besides of LDA, Naïve Bayes classifier (McCallum and Nigam, 1998) and support vector machines (Bishop, 

2006) are other traditional supervised learning classification methods, which can learn existing labels (also 

known as “gold standard”) from the training dataset, and predict the labels for testing samples. Label 

Propagation Algorithm (Blei et al., 2003) is a semi-supervised learning classification method with the similar 

usage that uses a mix of labeled data and unlabeled data to train the classifier, which is then used for prediction 

on the testing dataset. Drawing on the applications of these algorithms, we can iteratively derive the categories 

of microblogs and users, which are represented as different sets of labels, for our subsequent analyses. 

3. Methods 

We detail our approaches of data collection, classifying microblogs and users, and the metrics used for 

analyzing information propagation patterns and the characteristics of microblogging in this section. 

3.1. Data Collection 

We used the search function provided by Weibo to obtain microblogs about the ASF epidemic using a web 
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crawler. Since not all users used the official name of ASF when they posted their messages, we had to use a 

more inclusive keyword “swine fever” to collect the data. Irrelevant posts were also found in our data. Therefore, 

we used classifier algorithms (as detailed in the next sub-section) to remove non-relevant posts. We began 

collecting data from the Chinese government's announcement on the first occurrence of ASF in Liaoning 

Province (August 3rd, 2018). Since users continued to post relevant microblogs even after the government 

announced that the first ASF epidemic had ended (September 29th, 2018), we continued to collect data until 2 

weeks after the government announced that the end of the first ASF epidemic (October 15th, 2018). By using 

this approach, the microblogs posted within a full lifecycle of the first ASF epidemic can be captured. 

3.2. Content Classification and Pre-processing 

We adopted the stages of crisis management by Coombs (2014) to classify the microblogs into three 

categories, namely Start, Action and End, as listed in Table 2. We mainly focused on the crisis and post-crisis 

stages and did not include pre-crisis for two reasons: (1) the pre-crisis stage involves detecting signs of the 

outbreak and prevention/preparation, which was difficult in this outbreak as it spread within a short period of 

time; (2) there were few microblogs describing the content of pre-crisis while the mainstream of themes was 

related to the epidemic and its aftermath.  

Table 2. Three categories of microblogs during the ASF outbreak 

Name Definition Crisis Stage in Coombs (2014) 

Start Announcement of the start of a local ASF 
epidemic 

Crisis Stage à Crisis 
Recognition Sub-stage 

Action Actions from governments against the ASF 
outbreak (e.g. inspections, killing infected 
animals, policy changes, etc.) 

Crisis Stage à Crisis 
Containment Sub-stage 

End Announcement of the end of a local ASF 
epidemic 

Post-crisis Stage à Confirming 
that the crisis is over 

Figure 1 shows a structure of a microblog on Weibo. For the purpose of our research, we extracted the 

content (including the original content and the user-added comments after reposting) of each microblog related 

to ASF and use the textual information to classify the microblogs based on the stages of the outbreak. We used 

a semi-supervised label propagation algorithm proposed by Zhu and Ghahramani (2002) to classify and cleanse 

our data. As part of this process, an iterative approach was applied in which 4,000 microblogs were inputted to 

the algorithm in each iteration, and the algorithm subsequently assigned a label for each microblog. Then, a 
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researcher evaluated the correctness of the labels by reading the microblogs and correct the type manually if the 

computer-generated one did not reflect their meaning. The verified microblogs were used to train the algorithm 

again, and then applied to the next batch of the unprocessed microblogs. This process repeated until all 

microblogs in our dataset were processed and examined by one researcher to ensure the relevance and the quality 

of the classification. Duplicated or irrelevant microblogs were also removed from our dataset. 

 

Figure 1. An example of a microblog on Weibo 

3.3. User Classification 

As shown in Figure 2, the profile pages of Weibo users contain some basic information, but it cannot be 

directly used for analysis without further processing. For V-Users, their identities are confirmed by the 

microblogging platform and a short text-based description is assigned to each V-User to illustrate the nature of 

the account. Taking Figure 2 as an example, the translation of the verified description is “Official Weibo of 

CCTV News Center”. However, this field was found inconsistent among V-Users, e.g. some users had only 

the registered legal names of the organization/business which were hard to inform the groups in which these 

users belonged to. Also, this field could contain arbitrary text which increases the difficulty of classification. 

Apart from these limitations, there was no dedicated fields in user profile pages to show the categories of the 

users. Therefore, we could not use trivial approaches (e.g. keyword matching or regular expressions) to 

differentiate and classify these Weibo accounts. As such, we adopted a similar iterative approach described in 



11 

 

Section 3.2 to classify users using a machine learning algorithm. In this process, we made use of the 

verification description and the user-provided description as inputs for the semi-supervised algorithm to 

classify different types of V-Users. The combined text had a longer length which provided a better context for 

user classification. 

 

Figure 2. User information on Weibo 

As listed in Figure 3, Weibo users could be divided into V-Users and non-V-Users. For the purposes of 

our research, we further classified V-Users into three categories: media, government and other V-Users (who 

did not fall in either media or government), in order to compare their characteristics with the ones of non-V-

Users. We particularly chose to separate media and government into standalone categories because the 

literature review has demonstrated their roles and functions in different crises. In terms of the nature of the 

content under this classification, media users are the ones who post news stories and communicate updates on 

Weibo about an epidemic, whereas government (both local and central governments) accounts mainly post 

official announcements, guidelines and updates. 
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Figure 3. Relationship between non-V-Users and V-Users 

3.4. User Characteristics 

Microblog users demonstrate different characteristics in terms of their usage. Shen et al. (2014) have 

provided several measurements to quantify this usage. In this paper, we adopt three of them, namely the ratio 

of followee to follower (RFF), the ratio of original posts (ROP), and the proportion of nighttime posts (PNP). 

These calculations are based on the microblogs and the information on user profile pages collected from Weibo. 

3.4.1. Ratio of Followee to Follower (RFF) 

On microblogging platforms, the number of followees (Followee_Count) means the number of users who 

are interested in a particular microblog user; and the number of followers (Follower_Count) means the number 

of other users who follow the feed of a user. Equation 1 gives the formula to calculate the ratio between these 

two numbers of a user u. RFF ratio was adopted in our approach because it may have an implication on the 

propagation of microblogs. 

	 𝑅𝐹𝐹(𝑢) = lg
𝐹𝑜𝑙𝑙𝑜𝑤𝑒𝑒_𝐶𝑜𝑢𝑛𝑡 + 1
𝐹𝑜𝑙𝑙𝑜𝑤𝑒𝑟_𝐶𝑜𝑢𝑛𝑡 + 1

 (1)	

3.4.2. Ratio of Original Posts (ROP) 

Equation 2 represents the ratio between the number of original posts (Original_Posts_Count) and the 

number of total posts (Total_Posts_Count) of a particular user u. A lower ratio means that a user reposts more 

other users’ posts instead of authoring their own. By using ROP, we can infer whether a user tends to publish 

their own content or reposts others with this metric. 

	 𝑅𝑂𝑃(𝑢) =
𝑂𝑟𝑖𝑔𝑖𝑛𝑎𝑙_𝑃𝑜𝑠𝑡𝑠_𝐶𝑜𝑢𝑛𝑡 + 1
𝑇𝑜𝑡𝑎𝑙_𝑃𝑜𝑠𝑡𝑠_𝐶𝑜𝑢𝑛𝑡 + 1

	 (2)	

3.4.3. Proportion of Nighttime Posts (PNP) 

Equation 3 shows the formula for PNP, which shows the ratio of nighttime posts (from 1:00 am to 7:00 am, 

as defined by Shen and others). This includes the reposted content of others’ microblogs during the nighttime. 

Users
Non-V-Users

V-Users

Media

Goverment

Other V-Users
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This metric can reflect whether a particular user is active at night. 

	 𝑃𝑁𝑃(𝑢) =
𝑁𝑖𝑔ℎ𝑡_𝑃𝑜𝑠𝑡𝑠_𝐶𝑜𝑢𝑛𝑡 + 1
𝑇𝑜𝑡𝑎𝑙_𝑃𝑜𝑠𝑡𝑠_𝐶𝑜𝑢𝑛𝑡 + 1

	 (3)	

3.5. Information Propagation Patterns and Speed 

In order to study the information propagation pattern, we use directed graphs to represent the reposting 

behavior of users. Figure 4 shows an example of such a notation. When a user (User A) posts a microblog and 

the microblog is reposted by another user (User B), the information flows from the author to the user reposting 

the microblog, which is illustrated by a block arrow in Figure 4(a). In contrast, a standalone node represents 

that a user’s posts have never been reposted, as shown in Figure 4(b). 

 
(a) User A has been reposted by User B	

 
(b) User A has never been reposted	

Figure 4. Representing retweets using graph nodes 

When a particular user posts a microblog, the followers of this user can see the microblog. Subsequently, 

if this microblog is further reposted, then the followers of the user who reposts can also see the same 

microblog. Microblogs can be propagated to the downstream followers across the platform in this way. When 

a microblog is reposted multiple times, an information propagation pattern can be derived in order to track 

who have read and reposted the microblog. Previous research has proposed a three-node connection subgraph 

to denote the detailed information propagation among three microblog users (Li et al., 2018). We further 

extend this model and define three types of patterns of microblog retweets as shown in Figure 5. Among these 

patterns, Pattern 1 shows the path for one-way reposting, that is, a microblog is reposted by different users, 

and the repost stops after the number of hops; Pattern 2 illustrates that the microblog is reposted by two 

different users, and then the original author reposted the same microblog from the user at the end of the path; 

Pattern 3 is the combination of Patterns 1 and 2, in which a microblog is reposted by a series of users, and 

then the same microblog is reposted by a user in the middle of the chain. Depth indicates the number of users 

(i.e. hops) that a microblog has reached throughout its journey. 
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(a) Pattern 1 
 

(b) Pattern 2 
 

(c) Pattern 3 

Figure 5. Patterns of information propagation 

Figure 6 provides some examples for different information propagation patterns. Figure 6(a) is the 

simplest form of information propagation, which illustrates that a microblog posted by User A is reposted by 

User B, followed by C and D. This microblog passes through the original author and other three users, and its 

information propagation has a depth of 4. In this case, there is no interaction between the original author and 

other retweeting users and the reposting direction is one-way. The example in Figure 6(b) is similar to Figure 

6(a), except that this microblog is reposted by the original author (User A). The depth is also 4 because four 

users in total are involved in the information propagation chain. We can observe that a closed loop is formed 

which shows that the original author of the microblog interacts with the last user in this information 

propagation. Figure 6(c) demonstrates a special case of patterns in which a microblog is reposted by a user in 

the middle of the chain. A triangular path is formed in this case. 

	
(a)	Pattern	1	

	

(b)	Pattern	2	

	

(c)	Pattern	3	

Figure 6. Examples of information propagation patterns 

By using the depth and the elapsed time of a microblog propagation, we can calculate the speed of the 

propagation given any information propagation pattern. Let D be the depth of a pattern and T be the elapsed 

time in hours, Equation 4 defines the speed S of a microblog i: 

	 S! =
𝐷!
𝑇!
	 (4)	

4. Results 

We firstly describe an overview of our collected dataset, then report on the results of our data analyses in 

this section, including the analysis of user characteristics, the information prorogation patterns, and the speed 
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analyses of different types of microblogs. 

4.1. Overview 

Originally, we downloaded 40,952 microblogs in our data collection period, and 8,565 among them were 

discarded because they were duplicates of other microblogs. After the classification and data pre-processing 

steps, 17,679 unique posts were found to be ASF-related. The composition of their topics is shown in Table 3. 

These microblogs were posted by 9,224 users and we further categorized these users into four different types, 

which are listed in Table 4. 

Table 3. Results of the classification of microblogs 

Type Number of Microblogs Percentage 

Start 8,789 49.7% 

Action 8,635 48.8% 

End 255 1.4% 

Total 17,679 100.0% 

Table 4. Results of user classification 
 

Number of Users Percentage 

Non-V-Users 4,950 53.7% 

Media 1,805 19.6% 

Government 1,097 11.9% 

Other V-Users 1,372 14.9% 

Total 9,224 100.0% 

4.2. User Characteristics 

In this sub-section, we present the results of various user characteristics, such as RFF, ROP and PNP.  

Table 5 shows the average values of these characteristics of different user categories. We can observe that the 

average RFF value of V-Users was negative while the average RFF value of non-V-Users was positive. These 

indicated that the number of followers was generally higher than the number of followees for V-Users, and vice 

versa for non-V-Users. The ROP numbers suggested that media and government accounts posted more original 

posts among V-Users, and non-V-Users had almost the same level of original posts to other V-Users. Finally, by 

referring to the higher PNP value of non-V-Users, we can identify that they had a higher ratio of nighttime posts 

than all V-Users. 
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Table 5. Average values of user characteristics 

User Features Non-V-Users Media Government Other V-Users 

Ratio of Followee to Follower 
(RFF) 

0.112 -2.275 -1.410 -1.291 

Ratio of Original Posts (ROP) 0.491 0.596 0.540 0.497 

Proportion of Nighttime Posts 
(PNP) 

0.187 0.082 0.070 0.105 

Figure 7 presents the plots of the cumulative distribution function (CDF) of each corresponding user 

characteristic. The CDF diagram of RFF (Figure 7(a)) shows that more than 90% of V-Users had RFF values 

lower than zero, which means that a very large portion of V-Users had more followers than followees; in 

contrast, only 40% of non-V-Users were the same. Among different types of V-Users, media users appeared to 

have the lowest RFF ratios than other categories of V-Users, i.e. they had larger differences between the 

numbers of followers and followees. Besides, as seen in Figure 7(b), about 60% media V-Users had lower 

ROP values than other user types, meaning that this proportion of media users had more original posts; 

whereas other users had higher ROP values which indicated that their reposts were more than self-authored 

microblogs. Finally, for PNP values shown in Figure 7(c), more than 80% of V-Users were associated with 

very low PNP values, reflecting that they were less likely to post at night; non-V-Users demonstrated a 

different pattern that they were more active at nighttime comparing with other user types. 

 
(a) RFF 
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(b) ROP 

 
(c) PNP 

Figure 7. The CDF diagrams of different features of user categories 

We further analyzed the time of posting microblogs in terms of different user types. Figure 8 presents the 

numbers of posts grouped by the hour of the day. We find that the numbers of microblogs posted at 1:00 am to 

7:00 am were relatively low. On the other hand, for V-Users, the numbers of posts surged in the morning and 

the afternoon, while it went quieter at noon and in the evening. In contrast, the pattern of non-V-Users was 

more balanced with slight peaks during the morning and in the afternoon. 
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Figure 8. Microblog post time (in hour) of all types of users 

4.3. Information Propagation Patterns 

In this sub-section, we present the analyses on the three information propagation patterns with different 

stages and from different user categories. Table 6 details the numbers of microblogs in each type of patterns, 

grouped by different content types (i.e. the start of the epidemic, actions and the end of the epidemic) as well as 

the types of users. 

Table 6. The numbers of microblogs of different information propagation patterns 

User Type 

Pattern 1 
(One-way) 

Pattern 2 
(Self-repost) 

Pattern 3 
(Patterns 1 and 2 Co-exist) 

Start Action End Start Action End Start Action End 

Non-V-Users 78 47 0 26 10 0 1 0 0 

Media 951 686 22 28 21 0 59 28 0 

Government 167 365 1 2 8 0 2 0 0 

Other V-Users 272 161 6 18 13 1 5 3 1 

 

It can be observed that Pattern 1 (one-way reposting) is the type with the highest number of patterns 

regardless of the type of content of the microblog. Also shown in Table 6, media users dominated the posts of 

ASF microblogs in almost every stage and pattern type, while non-V-Users composed only a small number of 
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microblogs in this context. In addition, the numbers of microblogs in the End category (signaling the end of 

the epidemic) was very small compared with other content types. 

In Figure 9, we plot the depth of these information propagation patterns for different types of users in 

various crisis stages. Pattern 1 had the highest number of Weibo in quantity among all types of patterns. We 

can also observe that the first peak was formed at the depth of 2 or 3, which means that information was 

propagated to two or three users and then the propagation stopped, i.e. no one continued to repost. On the 

other hand, for the microblogs posted by media, no matter in which stages, their maximum depth was larger 

than the other three types of users. In most of the cases, Pattern 1 demonstrated higher depth when comparing 

with other patterns. Finally, in terms of the crisis stages, microblogs in the Action stage could reach a higher 

depth, which means that each microblog in this stage was reposted more times than other stages; whereas the 

posts in the End stage did not attract many reposts in all cases. 
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Figure 9. Results of the depth analysis of patterns 

4.4. Average Propagation Speed 

In this sub-section, we present our results on speed analyses of different information propagation patterns. 

The speed value depicts the depth (i.e. the number of users) a microblog travelled in an hour. A higher value 

means that a microblog can be seen by more users within a certain period of time. For each kind of information 

propagation patterns, we calculated the average speed of the microblogs with these patterns, average, standard 

deviation, and the 10% (slow tier) and the 90% (fast tier) values. In some cases, there was no sufficient data to 

calculate the speed and N/A is listed. 

Table 7 shows the speed of Pattern 1 (i.e. one-way reposting). The speed at the 10th percentile was similarly 

low across different user types, representing that the speed had no large difference among users for slow 
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microblogs. For the microblogs in the Start stage, the mean and the 90th percentile values of non-V-Users were 

the highest, indicating that the microblogs written by non-V-Users were generally faster. Media coverage within 

the Action and the End stages exhibited higher speed than other types of users, showing that media had speed 

advantage for such content. 

Table 7. Information propagation speed of Pattern 1 (higher is better) 

Content Type User Type 10th Percentile 90th Percentile Mean Standard Deviation Number 

Start Non-V-Users 0.09  2.86  2.83  14.22  78 

Media 0.11  2.50  1.90  8.70  951 

Government 0.10  1.69  1.54  9.35  167 

Other V-Users 0.10  1.88  0.97  2.36  272 

Action Non-V-Users 0.10  1.11  0.46  0.47  47 

Media 0.10  2.35  1.91  9.53  686 

Government 0.10  1.97  1.14  3.22  365 

Other V-Users 0.10  1.06  1.04  3.47  161 

End Non-V-Users N/A N/A N/A N/A 0 

Media 0.10  2.22  0.85  1.46  22 

Government 0.10  0.10  0.10  N/A 1 

Other V-Users 0.10  0.35  0.18  0.11  6 

 

As shown in Table 8, for Pattern 2 (self-reposting), the average speed of microblogs in the Start stage 

from non-V-Users, as well as the microblogs in the Action and End stages from other V-Users was generally 

faster. This means that these user categories quickly reposted their microblogs after another user reposted their 

content. 

Table 8. Information propagation speed of Pattern 2 (higher is better) 

Content Type User Type 10th Percentile 90th Percentile Mean Standard Deviation Number 

Start Non-V-Users 0.05  4.00  2.01  7.11  26 

Media 0.05  3.33  1.03  2.88  28 

Government 0.14  0.36  0.25  0.16  2 

Other V-Users 0.05  10.00  1.62  3.56  18 

Action Non-V-Users 0.04  0.34  0.16  0.13  10 

Media 0.10  0.59  0.34  0.20  21 
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Government 0.04  0.61  0.31  0.16  8 

Other V-Users 0.04  1.11  1.00  2.72  13 

End Non-V-Users N/A N/A N/A N/A 0 

Media N/A N/A N/A N/A 0 

Government N/A N/A N/A N/A 0 

Other V-Users 0.11  0.11  0.11  N/A 1 

 

For Pattern 3 (Table 9), our results show that the microblogs by media accounts, and they demonstrated 

the highest speed among different content types. However, there were not many microblogs mentioning the 

end of the epidemic in this pattern. Therefore, the speed of the End stage was not representative. 

Table 9. Information propagation speed of Pattern 3 (higher is better) 

Content Type User Type 10th Percentile 90th Percentile Mean Standard Deviation Number 

Start Non-V-Users 0.71  0.71  0.71  N/A 1 

Media 0.18  5.14  1.91  3.06  59 

Government 0.18  0.79  0.49  0.43  2 

Other V-Users 0.20  0.45  0.32  0.11  5 

Action Non-V-Users N/A N/A N/A N/A 0 

Media 0.20  1.88  3.17  11.27  28 

Government N/A N/A N/A N/A 0 

Other V-Users 0.20  4.71  2.01  2.38  3 

End Non-V-Users N/A N/A N/A N/A 0 

Media 1.50  1.50  1.50  N/A 1 

Government N/A N/A N/A N/A 0 

Other V-Users N/A N/A N/A N/A 0 

 

To sum up, for Pattern 1 and Pattern 2, the microblogs describing the start of the epidemic authored by 

non-V-Users were disseminated faster. On the other hand, for the microblogs about taking actions and 

announcing the end of the epidemic, the microblogs posted by media were spread faster. For Pattern 3, all types 

of content were propagated faster with media accounts, however, this observation may not be representative due 

to the small amount of data in this pattern. In most of the patterns, governments’ microblogs exhibited the lowest 

speed among V-Users. 
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5. Discussion 

We discuss both the theoretical and practical implications of our results in this section, then conclude by 

presenting the limitations of our study. 

5.1. Theoretical Implications 

Our empirical study analyzed a Weibo dataset during an ASF epidemic in China. We have demonstrated 

that different categories of V-Users (i.e. media, government and other V-Users) as well as non-V-Users 

demonstrate distinct characteristics in their information propagation during this epidemic, and these 

characteristics can be conceptualized and provide insights for these different parties to better use microblogging 

for crisis management. Based on our results, we synthesize the characteristics of these users and propose their 

roles of information propagation in Table 10, followed by the elaboration of our conceptualization. 

Table 10. Characteristics and roles of different types of users 

User Type Main Characteristics Role 

Non-V-Users • Lower ratio of original posts 
• Active in the daytime and at night 
• High propagation speed in the Start stage 
• One-way information propagation 

Relaying 
Information 

Media • Higher ratio of original posts 
• Active during business hours 
• High propagation speed in all stages with high depth 
• Multiple patterns of information propagation 

Amplifying 
Information and 
Engaging with 
Other Users 

Government • Higher ratio of original posts 
• Active during business hours 
• Low speed and low depth 
• One-way information propagation 

Supplying 
Information 

Other V-Users • Lower ratio of original posts 
• Active during business hours 
• High propagation speed in Start and Action stages 
• One-way information propagation but sometimes repost their 

own microblogs 
• Little presence in the End stage 

Amplifying 
Information 

Non-V-Users: This group of users post fewer original microblogs compared with other types of users. This 

implies that they do not compose much of their content but repost a significant number of microblogs from 
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other sources. They have the highest information propagation speed among all users in the beginning stage but 

not in other stages, reflecting that they are more interested in the information at the beginning of the epidemic 

and forward the information about the occurrence of the crisis to other people as quick as possible. Based on 

these observations, we propose that their role is to relay information during the information propagation process. 

Additionally, their information propagation is one-way (shown by the very few instances of Pattern 2 and 3) 

and they do not interact with older microblogs. This also indicates that they tend to relay and inform others, 

rather than engaging in discussions. Another specialty of this user group is that their active time is more scattered 

and can be seen throughout the day including evenings and nighttime. This contradicts the general findings of 

Liu et al. (2016) that Weibo users are more active in the daytime. Due to the rapid-changing nature of an 

epidemic, general users may wish to broadcast the updates of the epidemic regardless of the time of the day. 

Further research is needed to identify the causes of different usage patterns in a public health crisis. 

Media: Media serves the purpose of reporting the facts and the development of a crisis and has consistent 

presence in all stages of an epidemic, which is different from other users who only shows interests in certain 

stages. Media users demonstrate the lowest RFF ratio among all types of users, reflecting their potential to 

broadcast information to a substantial number of followers during an epidemic. They also demonstrate their 

roles of content creators with higher ROP values, which represents that they post their own content more than 

reposting the information from others. In addition, media accounts have posted a large portion of microblogs of 

Pattern 2 or 3. This suggests that the information posted by media is more likely to stimulate discussions and 

interactions among downstream users by reposting, quoting and commenting. Previous literature finds that 

media and news outlets are often opinion leaders on Weibo (Nip and Fu, 2016), and our findings extend its 

applicability to the context of public health crisis management. A report of the World Health Organization 

(WHO) highlights the importance of effective communication and discussion through mass media in public 

health emergencies (World Health Organization, 2005). We share the similar point of view by reviewing our 

results and suggest that media can actually play the role of reporting and engaging with the public in the virtual 

world during a crisis. 

Other V-Users: This group of users composes fewer original posts and reposts more information from other 

people. We can also observe that their information propagation patterns fall in Patterns 1 and 2. In addition to 

one-way propagation, this represents that they repost their own earlier posts and use them to provoke newer 

discussions. However, their activities can only be observed in the Start and Action stages during an epidemic 
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and they do not appear to have much interests in the End stage. With their relative fast information propagation 

speed, we propose that other V-Users can help to amplify information for reaching to a wider audience, 

especially in the early stages of a public health crisis. However, unlike media accounts, these V-Users do not 

engage with their audience and do not provide coverage consistently throughout the development of a crisis. In 

addition, the negative RFF value for this user group confirms the preliminary findings proposed by Chen et al. 

(2012) which suggests that the Chinese microblogging platforms are hierarchical in where users have  

preference towards V-Users. 

Government: We observe that government accounts mainly supply information to other parties without 

many other activities and interactions on microblogging platforms, demonstrated by the minimal number of 

instances of Pattern 2 and 3. Although they show a negative ratio of RFF (i.e. having more followers than 

followees), their information propagation speed and depth are relatively low which affects their abilities to 

disseminating information as a result. Our analysis suggests that, in the Chinese microblogging context, the role 

of government accounts is to post announcements and first-hand updates about a crisis, because they control the 

resources (such as first responders and medical facilities) for providing accurate information at the scene. 

Instead of propagating the information widely by themselves, we argue that information announced by 

governments is picked up by media and other V-Users, and they subsequently broadcast the information, lead 

the discussions and engage with their followers. 

In summary, our theoretical contributions include the four roles of information propagation in an epidemic: 

suppling, relaying, reporting and engaging, and amplifying respectively. Different user groups play a different 

role to allow information accessible by a wider audience. 

5.2. Practical Implications 

When conducting a campaign on microblogging platforms to fight against an epidemic, the above findings 

can be useful for understanding the capabilities of different users and leverage their strengths in various phases 

of an epidemic. Below we highlight some implications that can be leveraged to improve the information 

propagation of microblogs during public health crises. 

Firstly, we can align the difference between media and non-V-Users (who are mostly general users) to 

disseminate information efficiently. Although media accounts can reach potentially more users by having a 

higher number of followers and greater depth of information propagation, their speed is not as fast as general 

users as shown in our results. Also, the activities of general users can be seen throughout the day while V-Users 
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are mainly active in the business hours only. In this case, we can leverage the round-the-clock activities of 

general users to propagate the content further. More specifically, if media can extend their service to the evening, 

other audience can pick up the information and it can be forwarded to other people fairly quick. This will greatly 

relieve the uncertainty of people during epidemics as timely information is important on such occasions. 

However, the strengths of media users can sometimes become their shortcomings. If inaccurate or false 

information is disseminated through media on microblogging platforms, such information can be spread quickly 

and may create undesirable outcomes. Therefore, government authorities and media need to ensure the accuracy 

of their content so that misinformation cannot easily be propagated to create unnecessary panic. 

Secondly, while both governments and media have their presences on microblogging platforms, the latter 

has a stronger impact and a wider audience in terms of delivering information. Governments and public health 

authorities are normally considered as genuine information sources during epidemics. Since their abilities of 

propagating information are not as strong as media accounts, they can consider working with media and leverage 

their capacity to broadcast updates about epidemics, not only because they have more followers but also their 

microblogs are likely to be reposted more. This is also beneficial to the media because partnering with credible 

information sources in crises is known as a best practice (Seeger, 2006). On the other hand, because the 

functional role of media is to facilitate reassurance and reduce crisis-related uncertainty during crises, they 

should cooperate with governments to establish a rapid communication system for rapid response and recovery 

from crises (Pan and Meng, 2016). 

We have observed earlier that most of the information propagation patterns are Pattern 1. This means that 

most of the information travels in one direction, that is consistent with the research of other crises (White and 

Fu, 2012). The lack of Pattern 2 and 3 also implies that Weibo users do not repost or engage with the microblogs 

posted earlier, which poses a challenge for engaging with the public during an epidemic. Therefore, when there 

are updates regarding an ongoing epidemic, the author should post new microblogs instead of adding extra 

information to existing threads, which are not revisited by the majority of users. Additionally, the average depth 

for different user categories and patterns ranges from 2 to 3, which shows that most of the microblogs will not 

be reposted after reaching two or three users along the information propagation path. This value is lower than 

the average depth found in other work (Yu et al., 2015). As new information appears quickly and new microblogs 

are posted frequently in a crisis situation, and people focus on fresh information and stop reposting these 

microblogs after a short timeframe. Therefore, upstream users in the information propagation chain (such as 
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governments and media outlets) should keep their information frequently pushed to the public. In the context 

of risk communication, this approach can also help these microblog users to gain credibility during a crisis 

(Spence et al., 2016).  

Finally, the stage of an epidemic has an empirical effect on information propagation. Reflected by the 

higher maximum depth of the microblogs within the Start and Action stages, our study has revealed that 

microblog users have higher engagement with the microblogs about the start of epidemics and less with the 

microblogs about other stages. While media users have greater potential to push information further to other 

audience, people have more interactions with the microblogs about the start of epidemics, demonstrated by more 

reposts from non-V-Users. It appears that general users are more sensitive to this type of announcements. In line 

with other research, the use of microblogging platforms in the early stages of extreme events can reduce people’s 

anxiety and minimize the opportunities of rumors spreading (Oh et al., 2010; Vorovchenko et al., 2017). 

Therefore, it is preferable to use microblogging platforms to broadcast the discovery of epidemics and make 

sure accurate information can be propagated, particularly at the beginning of an epidemic. 

5.3. Limitations 

The study has its limitations as with other empirical studies. First of all, the dataset obtained contained 

only the microblogs and the user information related to the first ASF epidemic in China. As the epidemic was 

ongoing, our dataset might not reflect the latest development and user responses. Secondly, we only included 

tweets related to announcements of the ASF outbreak and the actions taken against the outbreak in our 

analysis. Other microblogs such as personal reactions and commercial advertisements were excluded but they 

might exhibit different information propagation patterns. Future research may also include an analysis of the 

data posted by non-V-Users to gain more insights about the content they posted and their sentiment during 

public health events. 

6. Conclusion 

The main aim of this paper is to understand the information propagation patterns on China's largest 

microblogging platform during a public health crisis. As such, we used a series of metrics to investigate 

microblogging data by analyzing their characteristics and information propagation patterns at different stages 

of the crisis. In this research, we found that four types of users (i.e. government, media, other V-Users and 

non-V-Users) demonstrate different information propagation patterns and roles such as supplying, amplifying 
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and relaying information. We observe that most of the microblogs are mostly posted during the beginning and 

the middle stages of an epidemic. Similar to other research, media users are found to be highly effective in 

information propagation due to their higher numbers of followers and the greater depth of reposting. However, 

our findings add that general users show a higher speed in broadcasting information and are active round-the-

clock. In addition, information travels mainly in one-way which makes updating inaccurate messages and 

engaging with audience challenging. Based on the analysis results provided in this article, governments and 

authorities can leverage the power of media and individual users on microblogging platforms to disseminate 

information effectively for public health crisis management, especially during the early stages. 
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